

  
    
            
        
      
      
        
          
        

        
          
            
          
        
        
          
            
              
                
              
            

            
              
                
                  Récemment recherché
                

              

                
                  
                      
                      
                        
                      
                  

                
              
                Aucun résultat trouvé
              

            

          

          
            
              

                
              
            

            
              
                Étiquettes
              

              
                
                  
                      
                  
                
              

              
                

              

              
                Aucun résultat trouvé
              

            

          

          
            
              
                
              
            

            
              
                Document
              

              
                
                  
                      
                  
                
              

              
                

              

              
                Aucun résultat trouvé
              

            

          

        

      

    

    
      
        
          
        
      
              

                        
  
  

                
            
            
        
        Français
                  

                        
  

                Téléverser
                        
          
            
            
              
                Accueil
                
                  
                
              
              
                Écoles
                
                  
                
              
              
                Thèmes
                
                  
                
              
            

          

        


        
          Connexion
        
        
        
        
        
          

  





  
    
      
      	
            
              
              
            
            Supprimer
          
	
            
              
              
            
          
	
            
              
                
              
              
            
          
	
          

        
	Aucun résultat trouvé


      
        
          
        
      
    

  







  
      
  
    
    	
                                    
              Accueil
            
            




	
                          
                
              
                        
              Autres
            
            


      
                  Selected Chapters in the Calculus of Variations pdf - Web Education
      

      
        
          
            
              
                
              
            
            
            
              
                Partager "Selected Chapters in the Calculus of Variations pdf - Web Education"

                
                  
                    
                  
                  
                    
                  
                  
                    
                  
                  
                    
                  
                

                
                  

                  
                    COPY
                  
                

              

            

          

          
            
              

                
              
            
          

        

      

    

    
      
        
          
            
              
            
                          
                N/A
              
                      


          
            
              
            
                          
                N/A
              
                      

        

        
                      
              
                
              
                               Protected
                          

                    
            
              
            
            
              Année scolaire: 
                2021
              
            

          

        

        
          
            
            
                
                    
                
                Info
                
                

            
            

            

                        
  

                
        Télécharger
          
              

          
            
              
                
                Protected

              

              
                
                
                  Academic year: 2021
                

              

            

            
              
                
                  
                
                
                
                  
                    Partager "Selected Chapters in the Calculus of Variations pdf - Web Education"

                    
                      
                        
                      
                      
                        
                      
                      
                        
                      
                      
                        
                      
                    

                    
                      

                      
                        
                      
                    

                    Copied!

                  

                

              

              
                
                  
                
              

            

            
              
                
                140
              

              
                
                0
              

              
                
                0
              

            

          

        

      

      
        
                              
            
            140
          

          
            
            0
          

          
            
            0
          

        

      

    

  



  
          
        
          
        

      

        
              
          
        

                    
  
    
    
      
        Chargement....
        (Voir le texte intégral maintenant)
      

      
        
      

      
      

    

  




  
      

                    En savoir plus (   Page )
        
  


  
      

                    Télécharger maintenant ( 140 Page )
      



      
            
  
    Texte intégral

    
      (1)
Lectures in Mathematics ETH Zurich



Jurgen Moser



Selected Chapters in the

Calculus of Variations



Lecture Notes by Oliver Knill



Birkhauser



www.Ebook777.com



(2)
www.Ebook777.com



(3)
Lectures in Mathematics

ETH  Zurich



Department of Mathematics



Research Institute of Mathematics

Managing Editor:



(4)
Jiirgen Moser



Selected Chapters in the

Calculus of Variations



Lecture Notes by Oliver Knill



Birkhauser Verlag

Basel • Boston • Berlin



(5)Author:
Jiirgen Moser t


Department of Mathematics, ETH Zurich, Switzerland
Contact address:
Oliver  Knill
Department of Mathematics
Harvard University
Cambridge, MA 02138
USA
e-mail: knill@math.harvard.edu


2000 Mathematical Subject Classification 49Q20, 53D25


A CIP catalogue record for this book is available from the
Library of Congress, Washington D.C., USA


Bibliographic information published by Die Deutsche Bibliothek


Die Deutsche Bibliothek lists this publication in the Deutsche Nationalbibliografie; detailed
bibliographic data is available in the Internet at <http://dnb.ddb.de>.



ISBN 3-7643-2185-7 Birkhauser Verlag, Basel - Boston - Berlin


This work is subject to copyright. All rights are reserved, whether the whole or part of the material
is concerned, specifically the rights of translation, reprinting, re-use of illustrations, recitation,
broadcasting, reproduction on microfilms or in other ways, and storage in data banks. For any kind
of use permission of the copyright owner must be obtained.


© 2003 Birkhauser Verlag, P.O. Box 133, CH-4010 Basel, Switzerland
Member of the BertelsmannSpringer Publishing Group


Printed on acid-free paper produced from chlorine-free pulp. TCF
Printed in Germany


ISBN 3-7643-2185-7


9 8 7 6 5 4 3 2 1  w w w . b i r k h a u s e r . c h



www.Ebook777.com



(6)
Contents

0 . 1  I n t r o d u c t i o n  1
0 . 2  O n  t h e s e  l e c t u r e  n o t e s  2
1  O n e - d i m e n s i o n a l  v a r i a t i o n a l  p r o b l e m s  3
1 . 1  R e g u l a r i t y  o f  t h e  m i n i m a l s  3
1 . 2  E x a m p l e s  9
1 . 3  T h e  a c c e s s o r y  v a r i a t i o n a l  p r o b l e m  1 6
1 . 4  E x t r e m a l  fi e l d s  f o r  n = l  2 0
1 . 5  T h e  H a m i l t o n i a n  f o r m u l a t i o n  2 5
1 . 6  E x e r c i s e s  t o  C h a p t e r  1  3 0
2  E x t r e m a l  fi e l d s  a n d  g l o b a l  m i n i m a l s  3 3
2 . 1  G l o b a l  e x t r e m a l  fi e l d s  3 3
2 . 2  A n  e x i s t e n c e  t h e o r e m  3 6
2 . 3  P r o p e r t i e s  o f  g l o b a l  m i n i m a l s  4 2
2 . 4  A  p r i o r i  e s t i m a t e s  a n d  a  c o m p a c t n e s s  p r o p e r t y  5 0
2 . 5  M a  f o r  i r r a t i o n a l  a ,  M a t h e r  s e t s  5 6
2 . 6  M a  f o r  r a t i o n a l  a  7 3
2 . 7  E x e r c i s e s  t o  c h a p t e r  I I  8 1
3  D i s c r e t e  S y s t e m s ,  A p p l i c a t i o n s  8 3
3 . 1  M o n o t o n e  t w i s t  m a p s  8 3
3 . 2  A  d i s c r e t e  v a r i a t i o n a l  p r o b l e m  9 4
3 . 3  T h r e e  e x a m p l e s  9 8
3 . 4  A  s e c o n d  v a r i a t i o n a l  p r o b l e m  1 0 4
3 . 5  M i n i m a l  g e o d e s i e s  o n  T 2  1 0 5
3 . 6  H e d l u n d ' s  m e t r i c  o n  T 3  1 0 8
3 . 7  E x e r c i s e s  t o  c h a p t e r  I I I  1 1 3
B i b l i o g r a p h y  1 1 5
A  R e m a r k s  o n  t h e  l i t e r a t u r e  1 1 7
A d d i t i o n a l  B i b l i o g r a p h y  1 2 1
I n d e x  1 2 9


(7)0 . 1 .  I n t r o d u c t i o n  1



0.1  Introduction


These lecture notes describe a new development in the calculus of variations which
is  called  Aubry-Mather-Theory.


The starting point for the theoretical physicist Aubry was a model for the descrip
tion of the motion of electrons in a two-dimensional crystal. Aubry investigated a
related discrete variational problem and the corresponding minimal solutions.
On the other hand, Mather started with a specific class of area-preserving annulus
mappings, the so-called monotone twist maps. These maps appear in mechanics
as Poincare maps. Such maps were studied by Birkhoff during the 1920s in several
papers. In 1982, Mather succeeded to make essential progress in this field and
to prove the existence of a class of closed invariant subsets which are now called
Mather sets. His existence theorem is based again on a variational principle.
Although these two investigations have different motivations, they are closely re


lated and have the same mathematical foundation. We will not follow those ap
proaches but will make a connection to classical results of Jacobi, Legendre, Weier


strass and others from the 19th century.


Therefore  in  Chapter  I,  we  will  put  together  the  results  of  the  classical  theory
which are the most important for us. The notion of extremal fields will be most
relevant.


In Chapter II we will investigate variational problems on the 2-dimensional torus.
We will look at the corresponding global minimals as well as at the relation be
tween minimals and extremal fields. In this way, we will be led to Mather sets.
Finally,  in  Chapter  III,  we  will  learn  the  connection  with  monotone  twist  maps,
the  starting  point  for  Mather's  theory.  In  this  way  we  will  arrive  at  a  discrete
variational problem which forms the basis for Aubry's investigations.


This theory  has  additional interesting applications in differential geometry. One
of those is the geodesic flow on two-dimensional surfaces, especially on the torus.
In this context the minimal geodesies play a distinguished role. They were inves
tigated by Morse and Hedlund in 1932.


As Bangert has shown, the theories of Aubry and Mather lead to new results for
the geodesic flow on the two-dimensional torus. As the last section of these lecture
notes will show, the restriction to two dimensions is essential. These differential
geometric questions are treated at the end of the third chapter.



(8)2  0 . 2 .  O n  t h e s e  l e c t u r e  n o t e s
The beautiful survey article of Bangert should be at hand when reading these
lecture notes.


Our description aims less at generality. We rather aim to show the relations of
newer developments with classical notions like extremal fields. Mather sets will
appear as 'generalized extremal fields' in this terminology.


For the production of these lecture notes I was assisted by O. Knill to whom I
want to express my thanks.


Zurich, September 1988, J. Moser



0.2 On these lecture notes


These  lectures  were  presented  by  J.  Moser  in  the  spring  of  1988  at  the  
Eid-genossische Technische Hochschule (ETH) Zurich. Most of the students were en
rolled in the 6th to the 8th semester of the 4 year Mathematics curriculum. There
were also graduate students and visitors from the research institute at the ETH


(FIM)  in  the  auditorium.


In the last decade, the research on this particular topic of the calculus of variations
has made some progress. A few hints to the literature are listed in an Appendix.
Because some important questions are still open, these lecture notes are maybe of
more than historical value.


The notes were typed in the summer of 1988. J. Moser had looked carefully through
the notes in September 1988. Because the text editor in which the lecture were
originally  written  is  now  obsolete,  the  typesetting  was  done  from  scratch  with
LMgX  in  the  year  2000. The  original  had  not  been  changed  except  for  small,
mostly stylistic or typographical corrections. In 2002, an English translation was
finished and figures were added.
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Chapter 1



One-dimensional variational

problems



1.1 Regularity of the minimals


Let ft be an open region in Mn+1. We assume that ft is simply connected. A point
in  ft  has  the  coordinates  (t,xi,...,xn)  =  (t,x).  Let  F  =  F(t,x,p)  G  Cr(ft  x  W1)
with r > 2 and let (t\,a) and (t2,b) be two points in ft. The space


r  :=  {7  :  t  ->  x(t)  G  ft  |  x  G  C1^,^],  ^1)  =  a,x(t2)  =  b  }


consists of all continuously differentiable curves which start at (t\,a) and end at
(t2, b). On T is defined the functional



J(7)=  j"  F(t,x(t),x(t))dt

Jt!

Definition. We say that 7* G T is minimal in T if

I(7)>/(7*),  v7er.


We first search for necessary conditions for a minimum of / while assuming the
existence of a minimal.


Remark. A minimum does not need to exist in general:
•  It  is  possible  that T  =  0.



(10)4  C h a p t e r  1 .  O n e - d i m e n s i o n a l  v a r i a t i o n a l  p r o b l e m s
• Finally, the infimum could exist without the minimum being achieved.


Example.  Let  n  =  1  and  F(t,x,x)  =  t2  -x2,(^,a)  =  (0,0),(*2,&)  =  (1,1).
We have


7m(«)  =  tm,  I{lm)  =  —L-,  inf■  I{lm)  =  0,
m  +  6  m6N


but for all 7 G T one has I(^) > 0.
Theorem 1.1.1. If 7* is minimal in T, then


FPj(t,x*,x*)  =  /  FXj(s,x*,x*)  ds  =  const


for  all  t\  <  t  <  t2  and  j  =  l,...,n.  These  equations  are  called  integrated  Euler
equations.


Definition.  One  calls  7*  regular  if  det(FPiPj)  ^  0  for  x  =  x*,p  =  x*.


Theorem  1.1.2.  //  7*  is  a  regular  minimal,  then  x*  G  C2[t\,t2]  and  one  has  for
j  =  l,...,n,


^ F P j ( t , x * , x * )  =  F X j ( t , x * , x * )  ( 1 . 1 )
These equations are called Euler equations.


Definition. An element 7* G T satisfying the Euler equations (1.1) is called an
extremal  in  I\


Warning. Not every extremal solution is a minimal!


Proof of Theorem 1.1.1. We assume that 7* is minimal in T. Let f G Cr)(ti,t2) =
{x  G  Cl[ti,t2]  I  x(t\)  =  x(t2)  =  0  }  and  7e  :  t  i->  x(t)  +  e£(t).  Because  ft  is  open
and 7 G ft, also 7e G fi for small enough e. Therefore,



0  =  !/(7€)u,


r * 2



[\\(t),i(t))dt


Jt!


with Aj(t) = FPj(t) — ft2 FXj(s) ds. Theorem 1.1.1 is now a consequence of the


f o l l o w i n g  l e m m a .  □
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Lemma 1.1.3. If X G C[t\,t2) and
ft2
f t
then A = const.

[\x,£)dt = o, vtectitut2]

Jt,

Proof.  Define  c  =  (t2  -  ti)"1  J^  X(t)  dt  and  put  £(t)  =  /t*(A(s)  -  c)  ds.  Now
£ G Cq^i,^]- By assumption we have:



0=  f\x,i)dt=  f\x,(X-c))dt=  [\x-c)2dt,

J t !  J t X  J t !

where the last equation followed from Jt 2(A - c) dt = 0. Because A is continuous,
this  implies  with  /  2(A  —  c)2  dt  =  0  the  claim  A  =  const.  D
Proof of Theorem 1.1.2. Put y* = FPj(t,x*,p*). Since by assumption det(FPiPj) ^
0  at  every  point  (t,x*(t),x*(t)),  the  implicit  function  theorem  assures  that  func
tions pi = (f)k(t,x*,y*) exist, which are locally C1. From Theorem 1.1.1 we know


y )  =  c o n s t -  f  F X j ( s , x * , x * )  d s  G  C 1  ( 1 . 2 )
Jt!


and so


x*k = <l>k(t,x*,y*)eC1 .


Therefore x*k G C2. The Euler equations are obtained from the integrated Euler
e q u a t i o n s  i n  T h e o r e m  1 . 1 . 1 .  □
Theorem  1.1.4.  //  7*  is  minimal,  then


n



(Fpp(t,x\y*)C,0 = J2 JW*.**>y*KiCi > 0


holds for all t\ < t < t2 and all ( G Kn.


Proof. Let 7e be defined as in the proof of Theorem 1.1.1. Then 7e : t »-> x*(t) +


0 < / /  : =  ^ / ( 7 £ ) | e = o  ( 1 . 3 )
=  /  2  (FPPi  0  +  2(Fpx£,  0  +  (FXI&  0  d«  •  (1.4)



(12)6  C h a p t e r  1 .  O n e - d i m e n s i o n a l  v a r i a t i o n a l  p r o b l e m s
II is called the second variation of the functional J. Let t G (£1,^2) be arbitrary.
We construct now special functions £j G Cr](t\,t2):


Zj(t)  =  (Mt-:71-),


where Q G R and ^ G C\R) by assumption, ^(A) = 0 for |A| > 1 and JR(^')2 dX =
1. Here ip' denotes the derivative with respect to the new time variable r, which
is related to t as follows:
t = T + eX, e~ldt = dX .
The equations

4(i)  =  e-10V'(^)

and (1.3) give
0  <  e3II  =  [(FPPC,0W)2(X)  dX  +  0(e)  .
J r

For e > 0 and e —▶ 0 this means that


( F p p ( t , x ( t ) , x ( t ) ) C , O > 0 .  □
Definition. We call the function F autonomous, if F is independent of t.
Theorem 1.1.5. // F is autonomous, every regular extremal solution satisfies


n


H  =  -F  +  'S^2iPjFPj  =  const.


3=1


The function H is also called the energy. In the autonomous case we have therefore
energy conservation.


Proof. Because the partial derivative Ht vanishes, one has


3 = 1
n  d
=  2_^  \^xj  X3  ~  Fpj  X3  +  X3  Fpj  +  X3  jI  *Pj  )
3 = 1
n
—  /  v  ■ T x j ' E j  " p j ^ j  '  X j  P j  '  X . j  x j  : =  '
3 = 1


Because the extremal solution was assumed to be regular, we could use the Euler
e q u a t i o n s  ( T h e o r e m  1 . 1 . 2 )  i n  t h e  l a s t  s t e p .  □



(13)1 . 1 .  R e g u l a r i t y  o f  t h e  m i n i m a l s  7
In order to obtain sharper regularity results we change the variational space. We
have seen that if Fpp is not degenerate, then 7* G T is two times differentiable even
though the elements in F are only C1. This was the statement of the regularity
Theorem 1.1.2.


We consider now a bigger class of curves


A = {7 : [^1,^2] —▶ fl, £ •-> x(t),x G Lip[ti,t2],x(ti) = a,x(t2) = b } .
Lip[ti,t2]  denotes  the  space  of  Lipschitz  continuous  functions  on  the  interval


[£i,£2]- Note that x is now only measurable and bounded. Nevertheless there are
results analogous to Theorem 1.1.1 or Theorem 1.1.2:


Theorem  1.1.6.  //  7*  is  a  minimal  in A,  then
rtn


F P j ( t , x * , x * )  —  /  F X j ( s , x * , x * )  d s  =  c o n s t  ( 1 . 5 )
Jt!


for Lebesgue almost all t G [£1, £2] and all j — 1,..., n.


Proof. As in the proof of Theorem 1.1.1 we put 7e = 7 + e£, but this time, £ is in
Lip0[£i,£2] := {7 : t h-> x(t) G ft, x G Lip[£i,£2],x(£i) = x(t2) = 0 } .
So,


0  =  JeHle)\e=0


=  lim(/(7e)-/(7o))A


e—+0


=  lim  /  2[F(t,7*  +  e£,7*  +  c£)  -  F(£,7*,7*)]A  *  ■


To take the limit e —> 0 inside the integral, we use Lebesgue's dominated conver
gence theorem: for fixed t we have


lim[F(t,7*  +  <*,r  +  e0  -  F(t,7*,7*)]A  =  (Fx,0  +  (FP,£)


e—>0


and


^7*  +  ^,7*+^)~^7,7)  <  gup  |Fx(5>a:(a),iW|^)+|irp(a>x(*)|4W.


€  a € [ t i , t 2 ]


The last expression is in L1[ti,t2\. Applying Lebesgue's theorem gives



0 = ^/(7«)|e=o = J V*>0 + (FPA) dt = j" X(t)i dt



(14)8  C h a p t e r  1 .  O n e - d i m e n s i o n a l  v a r i a t i o n a l  p r o b l e m s
Define  c  =  (£2  -  U)'1  /t*  A(£)  dt  and  put  f  (£)  =  f£(\(s)  -  c)  ds.  We  get  f  G
Lip0[£i,£2] and in the same way as in the proof of Theorem 1.1.4 or Lemma 1.1.3
one concludes


0 =  f \ x , i ) d t =  f \ x , ( X ( t ) - c ) ) ) d t =  f \ x - c ) 2 d t ,


J t !  J t !  J t !


where the last equation followed from J 2(A - c) dt = 0. This means that X = c
f o r  a l m o s t  a l l  t  G  [ £ i , £ 2 ] .  □


Theorem  1.1.7.  Ifj*  is  a  minimal  in A  and  Fpp(t,x,p)  is  positive  definite  for  all
(t,x,p) G fl x Rn, then x* G C2[£i,£2] and


dt
for  j  =  l,...,n.


~ J +  P j \ " > X  1 X  )  ~  ^ X J  \ ^ " >  X  1 X  )


Proof. The proof uses the integrated Euler equations in Theorem 1.1.1. It makes
use  of  the  fact  that  a  solution  of  the  implicit  equation  y  =  Fp(t,x,p)  for  p  =


$(t, x, y) is globally unique. Indeed: if two solutions p and q would exist with
y  =  Fp(t,x,p)  =  Fq(t,x,q)  ,


it  would  imply  that


0  =  (Fp(t,  x,p)  -  Fp(t,  x,  q),p  -q)  =  (A(p  -q),p-  q)
with


A=  /  Fpp(t,x,p  +  X(q-p))  dX
Jo


and because A was assumed to be positive definite, p = q follows.
From the integrated Euler equations we know that


y(t)  =Fp(t,x,x)


is  continuous  with  bounded  derivatives.  Therefore  x  =  $>(t,x,y)  is  absolutely
continuous. Integration leads to x G C1. The integrable Euler equations of The
orem 1.1.1 tell now that Fp is even in C1 and we get, with the already proven
global uniqueness result, that x is in C1 and hence that x is in C2. We obtain the
E u l e r  e q u a t i o n s  b y  d i f f e r e n t i a t i n g  ( 1 . 5 ) .  □



(15)1 . 2 .  E x a m p l e s  9
A remark on newer developments: we have seen that a minimal 7* G A is two
times continuously differentiable. A natural question is whether we obtain such
smooth minimals also in bigger variational spaces as in


Aa  =  {7  :  [£i,£2]  ->  fl,£  ■->  x(t),  x  G  WM[*iM*(*i)  =  a,x(t2)  =  b  }  ,
the space of absolutely continuous curves 7. One has in that case to deal with
singularities for minimal 7 which form a set of measure zero. Also, the infimum
in  this  class Aa  can  be  smaller  than  the  infimum  in  the  Lipschitz  class A. This
is called the Lavremtiev phenomenon. Examples of this kind have been given by
Ball and Mizel. One can read more about it in the work of Davie [9].


In the next chapter we consider the special case when fl = T2 x R. We will also
work in the bigger function space


3  =  {7  :  [£i,£2]  ->«,£-▶  x(t),x  G  W^lhMlx^)  =  a,x(t2)  =  b  }  ,
and assume some growth conditions on F = F(t, x,p) for p —> 00.



1.2 Examples


Example 1) Free motion of a mass point on a manifold.


Let M be an n-dimensional Riemannian manifold with metric g^ G C2(M), (where
the matrix-valued function gij is of course assumed to be symmetric and positive
definite). Let


F(x,p)  =  -gij(x)plpj  .


We use the Einstein summation convention, which tells us to sum over lower and
upper indices.


On the manifold M two points a and b in the same chart U C M are given. U is
homeomorphic to an open region in Rn and we define W = U x R. We also fix
two time parameters t\ and t2 in R. The space A can now be defined as above.
From Theorem 1.1.2 we know that a minimal 7* to


p t 2  p t 2


I ( x ) =  F ( t , x , x ) d t =  g i j ( x ) x i x j  d t  ( 1 . 6 )
J t !  J t !


has to satisfy the Euler equations


FPk  =  gkiP1  ,



(16)1 0  C h a p t e r  1 .  O n e - d i m e n s i o n a l  v a r i a t i o n a l  p r o b l e m s
The Euler equations for 7* can, using the identity


- — 9 i k ( x ) x  X J  = - — 9 j k ( x ) x  X J


and the Christoffel symbols


Tijk  =  2[~dx~i9jk^x)  +  dx~JgM  "  dx^9ij(x)]'
be written as


gkiX  ==  I  ijkX  X  ,
which are with


of the form


xfc  =  -Tkijxixj  .


These are the differential equations describing geodesies. Since F is independent
of t, it follows from Theorem 1.1.5 that


pkFpk  -F  =  pkgkipi  -F  =  2F-F  =  F


are constant along the orbit. This can be interpreted as the kinetic energy. The
Euler equations describe the orbit of a mass point in M which moves from a to b
under no influence of any exterior forces.


Example 2) Geodesies on a manifold.


Using the notation of the last example we consider the new function


G(t, x,p) = y/gijWpipi = V2F .


The functional


7(7)  =  /  y/gijW&xi  dt
gives the arc length of 7. The Euler equations


— G p i  =  G x i  ( 1 . 7 )
can, using the previous function F, be written as


d  Fpi  _  Fxi
d t y / 2 F  V 2 F
and these equations are satisfied if


(1.8)
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because -^F = 0. So we obtain the same equations as in the first example. Equa
tions (1.8) and (1.9) are however not equivalent because a reparameterization of
time  t  h->  r(t)  leaves  only  equation  (1.8)  invariant  and  not  equation  (1.9).  The
distinguished  parameterization  for  the  extremal  solution  of  (1.9)  is  proportional
to the arc length.


The relation of the two variational problems which we have met in examples 1)
and 2) is a special case of the Maupertius principle which we mention here for
completeness:


Let the function F be given by


F = F2 + Fi + Fq ,


where Fi are independent of t and homogeneous of degree j. (Fj is homogeneous
of degree j, if Fj(t, x, Xp) = XFj(t, x,p) for all A G R.) The term F2 is assumed to
be positive definite. Then the energy


pFp-F  =  F2-  F0


is invariant. We can assume without loss of generality that we are on an energy
surface F2 - F0 = 0. With F2 = F0, we get


F  =  F-  (y/ft  -  y/Fo~)2  =  2y/F2F0  -F1=G
and


I ( x ) =  [ 2 G d t =  f 2 ( 2 ^ F 2 F ^ - F 1 ) d t
J t !  J t !


is independent of the parameterization. Therefore the right-hand side is homoge
neous of degree 1. If x satisfies the Euler equations for F and the energy satisfies
F2 — Fi = 0, then x satisfies also the Euler equations for G. The case derived in
examples 1) and 2) correspond to F\ = 0, Fo = c > 0.


Theorem 1.2.1. (Maupertius principle) If F = F2 + F\ + Fq, where Fj are homo
geneous of degree j and independent of t and F2 is positive definite, then every x
on the energy surface F2 — Fq = 0 satisfies the Euler equations



Jtp ~ Fx


with F2 = Fo if and only if x satisfies the Euler equations -^Gp = Gx.


Proof. If x is a solution of -^Fp = Fx with F2 — Fq = 0, then
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(Here  51  denotes  the  first  variation  of  the  functional  I.)  Therefore  x  is  a  crit
ical  point  of  JG  dt  =  J(2y/F2F0  -  Fx)  dt  and  x  satisfies  the  Euler  equations


foGp = Gx. On the other hand, if x is a solution of the Euler equations for G, we
reparameterize x in such a way that, with the new time



= t(s)= f


J t !


y/F2(T,x(T),x(T~jj  ^
y/F0(T,x(T),x(T))  T'


x(t) satisfies the Euler equations for F, if x(s) satisfies the Euler equations for G.
If x(t) is on the energy surface F2 = F0, then x(t) = x(s) and x satisfies also the
E u l e r  e q u a t i o n s  f o r  F .  □
We see from Theorem 1.2.1 that in the case Fi = 0, the extremal solutions of F
even correspond to the geodesies in the Riemannian metric


Qij^py  =  (p,p)x  =  AF0(x,p)F2(x,p)  .
This metric g is called the Jacobi metric.


Example 3) A particle in a potential in Euclidean space.


We consider now the path x(t) of a particle with mass m in Euclidean space Rn,
where the particle moves under the influence of a force defined by the potential


U(x). An extremal solution to the Lagrange function
F(t,  x,p)=mp2/2  +  E-  U(x)
leads to the Euler equations


dU
mx  =  -  —  .


ox
E is then the constant energy


E  =  pFp-F  =  mp2/2  +  U  .


The expression F2 = mp2/2 is positive definite and homogeneous of degree 2.
Furthermore  F0  =  E  -  U(x)  is  homogeneous  of  degree  0  and  F  =  F2  +  F0.
From Theorem 1.2.1 we conclude that the extremal solutions of F with energy E
correspond to geodesies of the Jacobi metric


9ij(x)  =  2(E-U(x))6ij.


It is well known that the solutions are not always minimals of the functional. They
are stationary solutions in general.
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Consider for example the linear pendulum, where the potential is U(x) = tu2x and
where we want to minimize


I(x)  =  /  F(t,x,x)  dt  =  (x2  -  u)2x2)  dt


J o  J o


in  the  class  of  functions  satisfying  x(0)  =  0  and  x(T)  =  0.  The  solution  x  =  0
is  a  solution  of  the  Euler  equations.  It  is  however  only  a  minimal  solution  if
0 < T < tt/uj. (Exercise). If T > n/w, we have 7(f) < 1(0) for a certain £ 6 C(0, T)
with  £(0)  =  ^(T)  =  0.


Example 4) Geodesies on the rotationally symmetric torus in R3
The rotationally symmetric torus, embedded in R3, is parameterized by


(u, v) h-> ((a + bcos(2TTv)) cos(2ttu), (a + bcos(2irv)) sin(27ru), bsm(2irv)) ,
where 0 < b < a. The metric gij on the torus is given


by


gu  =  4ir2(a  +  bcos(2irv))2  =  Aw2r2  ,
f f 2 2  =  4 i .  .


912  =  ff21  =  0  ,


so that the line element ds has the form


ds2 = 47r2[(a + 6cos(27rw))2 du2 + b2dv2} = ^2(r2du2 + b2dv2) .


Evidently, v = 0 and v = 1/2 are geodesies, where v = 1/2 is a minimal geodesic.
The curve v = 0 is however not a minimal geodesic!


If u is the time parameter, we can reduce the problem of finding extremal solutions
to the functional


Ittz  /  (a  +  bcos(2nv))zuz  +  bzvz  dt
Jt,


to the question of finding extremal solutions to the functional



4ttV  f  *  F(v,v')du


J Uo


with  Uj  =  u(tj),  where
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with v' = 3^. This worked because our original Lagrange function is independent
of u. With E. Nother's theorem we obtain immediately the angular momentum as
an invariant. This is a consequence of the rotational symmetry of the torus. With
u as time, this is a conserved quantity. All solutions are regular and the Euler
equations are


- ( - ) - F
Because  F  is  autonomous,  ^


implies energy conservation
E  =  v'Fv,  -  F


0, Theorem 1.1.5


-b2r2/F


—b2rsm(ip) = const.


where r = a + bcos(2nv) is the distance to the axes
of rotation and where sm(ip) = r/F. The geometric
interpretation  is  that  ip  is  the  angle  between  the
tangent of the geodesic and the meridian u = const.
For E = 0 we get tf) = 0 (mod7r): the meridians are
geodesies. The conserved quantity rsin(^) is called
the  Clairaut  integral.  It  appears  naturally  as  an
invariant for a surface of revolution.


Example 5) Billiards


To motivate the definition of billiards later on, we first consider the geodesic flow
on a two-dimensional smooth Riemannian manifold M homeomorphic to a sphere.
We assume that M has a strictly convex boundary in R3. The images of M under
the maps


zn  :  R3  -»  R3,  (x,y,z)  h^  (x,y,z/n)


Mn = zn(M) are again Riemannian manifolds. They have the same properties as
M and especially possess well-defined geodesic flows. For larger and larger n, the
manifolds Mn become flatter and flatter. In the limit n —> oo, we end up with a
strictly convex and flat region on which the geodesies are straight lines leaving the
boundary with the same angle as the impact angle. The limiting system is called
billiards. If we follow a degenerate geodesic and the successive impact points at the
boundary, we obtain a map. This map can be defined also without preliminaries:
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Let T be a convex, smooth and closed curve in the


plane of arc length 1. We fix a point O and an ori
entation on T. Every point P on T is now assigned a
real number s, the arc-length of the arc from O to P
in the positive direction. Let t be the angle between
the  line  passing  through  P  and  the  tangent  of  T  in  P^
P. For t G (0,7r) this line has a second intersection P
with T. To that intersection we can assign two num


bers,  si  and  £i.  If  t  =  0  we  put  (si,£i)  =  (s,t)  and  p
for t = 7r we define (si,£i) = (s + 1,£).


Let (j) be the map (s,£) »-> (si,£i). It is a map from the closed annulus
A  =  {(s,t)  |  seR/Z,te  [0,tt]  }


onto itself. It leaves the boundary 6 A = {£ = 0} U {£ = 7r} of A invariant. If 0 is
written  as


4>(s,t)  =  (s1,t1)  =  (f(s,t),g(s,t)),
then  §-tf  >0.


Maps of this kind are called monotone twist maps. We construct now a new line
through  P  by  reflecting  the  line  segment  P\P  at  the  normal  to  the  curve  in  P.
This  new  line  intersects  T  in  a  new  point  P2.  Iterating  this,  we  end  up  with  a
sequence of points Pn, where <f>(Pn) = Pn+i- The set {Pn \ n G N } is called an
orbit  of  P.


An orbit is called closed or periodic if there exists n > 0 with Pi+n = Pi. We can
define / also on the strip A which is the covering surface


i  =  Rx  [0,?r]


of A. For the lifted map 4> define 0(s,O) = 0, <p(s,7r) = 1. One calls a point P
periodic of type p/q with p G Z, q G N \ {0}, if sg = s + p, tq = t. In this case,


r  S n  P
l i m  —  =  
-n—▶oo 77, g
holds. An orbit is called of type a, if


lim  —  =  a  .


n—>oo 72


A first question is whether orbits of prescribed type a G (0,1) exist. We will deal
with billiards in the last chapter and outline there the connection with the calculus
of variations.
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1.3 The accessory variational problem


In this section we learn additional necessary conditions for minimals.


Definition. If 7* is an extremal solution in A and % = 7* + ecj) with 0 G Lip0 \t\, £2],
we define the second variation as



"(« - 



GsgO'<*>!-I
t2

(A4>,4>) + 2(BJ>,<t>) + (C<t>,(l))dt,


where A = Fpp(t, x*,x*),B = Fpx(t, x*,x*) and C = Fxx(t, x*,x*). More generally
we define the symmetric bilinear form


7/(0, j,) = [ 2 (A/>, 7/;) + (B0, V) + (B^, 0) + (C(j>, ^) <i£
7ti


and put 7/(0) =//(</>,(/>).


It is clear that 11 ((f)) > 0 is a necessary condition for a minimum.


Remark. The symmetric bilinear form II plays the role of the Hessian matrix for
an extremal problem on Rm.


For fixed </>, we can look at the functional II((j), ip) as a variational problem. It is
called the accessory variational problem. With


F(t, <f>, 0) = (A& </>) + 2(£</>, <j>) + (Ccf>, (/>) ,
the Euler equations to this problem are


d t ^ ) ^ ^


which are


j t ( A J >  +  B T < t ) )  =  B J )  +  C < j ) .  ( 1 . 1 0 )
These equations are called the Jacobi equations for </>.


Definition.  Given  an  extremal  solution  7*  :  t  »->  x*(t)  in A. A  point  (s,x*(s))  G
Q  with  s  >  £1  is  called  a  conjugate  point  to  (£i,x*(£i)),  if  a  nonzero  solution
</> G Lip[£i,£2] of the Jacobi equations (1.10) exists, which satisfies (j)(t\) = 0 and
cf>(s) = 0.


We also say, 7* has no conjugate points, if no conjugate point of (£1, x*(ti)) exists
on the open segment {(£,£*(£)) | £1 < £ < £2 } C ft.
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Proof. It is enough to show that II(4>) > 0 for all 0 G Lip0[£i,£2] implies that no
conjugate  point  of  (ti,x(t\))  exists  on  the  open  segment  {(£,#*(£))  |  t\  <  t  <  t2  }.
Let  i\)  G  Lip0[£i,£2]  be  a  solution  of  the  Jacobi  equations,  with  ip(s)  =  0  for
s G (£i, £2) and (j)(ip, ip) = (Aip+BTip)ip+(Bip+Cilj)ip. Using the Jacobi equations,
we get


f  0(V>,  ip)dt  =  j  (Aip  +  BT*p)<ip  +  (Bj>  +  C^)ip  dt
J t !  J t !


=  [  (Aip  +  BTiP)ip  +^-(Aip  +  BTi>)^)  dt


J u  d t



= jS ±[(Ai> + BT^)dt


=  [(AiP  +  BT^)\stl=0.


Because ip(s) ^ 0, the assumption ip(s) = 0 would with ip(s) = 0 and the unique
ness  theorem  for  ordinary  differential  equations  imply  that  ip(s)  =  0.  This  is
excluded by assumption.


The  Lipschitz  function


W , " (  0 ,  t e [ s , t 2 ] ,


satisfies, by the above calculation, 11$) = 0. It is therefore also a solution of the
Jacobi equation. Because we have assumed II(<t>) > 0, V0 G Lip0[£i,£2], ip must
be minimal, ip is however not C2, because ip(s) 7^ 0, but ip(t) = 0 for £ G (s,t2].
T h i s  i s  a  c o n t r a d i c t i o n  t o  T h e o r e m  1 . 1 . 2 .  □
The question now arises whether the existence of conjugate points of 7 in (£i,£2)
implies that //(/) > 0 for all 0 G Lip0[£i,£2]. The answer is yes in the case n = 1.
In the following, we also will deal with the one-dimensional case n — \ and assume
that A,B,C  G  C1[£i,£2]  and A  >  0.


Theorem 1.3.2. Given n = 1, A > 0 and an extremal solution 7* G A.
There are no conjugate points of 7 if and only if


7/(0) = j2 A<])2 + 2E00 + Ccj)2 dt > 0, V0 G Lip0[£i, £2] .


The assumption 77(0) > 0, V0 G Lip0[£i,£2] is called the Jacobi condition. The
orem 1.3.1 and Theorem 1.3.2 together say that a minimal satisfies the Jacobi
condition in the case n = 1.
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Proof. One direction has been dealt with already in the proof of Theorem 1.3.1.
We still have to show how the existence theory of conjugate points for an extremal
solution 7* leads to


/ ,


t2


A<j)2 + 2£00 + C02 dt > 0, V0 G Lip0[£i,£2] .


First we prove this under the stronger assumption that there exists no conjugate
point in (t\, t2}. We claim that there is a solution 0 G Lip[£i, £2] of the Jacobi equa
tions which satisfies 0(£) > 0, V£ G [£1, £2] and 0(£i - e) = 0 as well as 0(£i — e) = 1
for a certain e > 0. One can see this as follows:


Consider a solution -0 of the Jacobi equations with xp(t\) = 0,ip(t\) = 1, so that
by assumption the next larger root s2 satisfies s2 > t2. By continuity there is e > 0
and a solution 0 with <j>(t\ - e) = 0 and ^(£1 - e) = 1 and 0(£) > 0,V£ G [£i,£2].
For such a 0 we can apply the following Lemma of Legendre:


Lemma 1.3.3. If ip is a solution of the Jacobi equations satisfying ip(t) > 0, V£ G
[£i,£2], then for every 0 G Lip0[£i,£2] with £ := 0/t/> we have


77(0)  =  /  2  A02  +  2£00  +  C02  dt=  j*  A^2i2  dt>0.


J t i  J t j


Proof. The following calculation goes back to Legendre. Taking the derivative of
<t> — £V> gives 0 = ip€ + t/j£ and therefore


77(0)  =  [2  A<j>2  +  2£00  +  C02  dt
Jt!



= [ 2 (A^2 + 2BW + Cxp2)? dt

Jt!

r t 2  f t 2



+- [ 2 (2Ai\)^\) + 2B<f)ii dt+ f2 A^)2i2 dt


J t !  J t !


[ 2[(AiP + B*P)iP + ^-(AiP + £</#]£2


J u  d t
+(Aij>  +  B^^-J2  +  A^2i2  dtat

j 2 jt ((Aj> + B^t?) dt+ f2 Aip2i2 dt

t2|t2  ,  f  2  A.1,2(2
=  (A4>  +  B4>)tl>tX+  /  Wfdt

Jt!
= 0 4- / 2 A^2i2 dt

Jt!
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where we have used in the third equality that 0 satisfies the Jacobi equations. □
For the continuation of the proof of Theorem 1.3.2 we still have to deal with the
case when (£2, x*(£2)) is a conjugate point. This is Problem 6 in the exercises. □
The  next  theorem  is  true  only  when  n  =  l,A(t,x,p)  >  0,  M(t,x,p)  G  ft  x  R.


Theorem 1.3.4. Assume n = 1, A > 0. For i = 1,2 let 7* be minimals in
Ai = {7 : £ h-> xi(t) I xi G Lip[£i,£2],Xi(£i) = ai,Xi(t2) = 6» } .
TTie minimals 71 and 72 intersect for t\ <t <t2 at most once.


Proof. Assume there are two 7; in Aj which intersect in the interior of the interval
[£i,£2] at the places s\ and s2 with s\ ^ s2.


We define new paths 7 and 7 as follows:
„n\  -  J  72(£)  if£G[£i,5l]U[52,£2]
1 [ )  ~  I  7 i ( £ )  i f £ G [ 5 l , s 2 ] ,
- m  _  J  7 i ( £ )  i f £ G [ £ i , S i ] U [ s 2 , £ 2 ]
7 1  j  ~  I  7 2 ( £ )  i f £ G [ 5 l , s 2 ] .


We denote also by 7* the restriction of 7$ to [si, s2].
Let


A0  =  {7  :  £  •-*  x(£),x(£)  G  Lip[si,52],  x(5^)  =  xi(si)  =  x2(si)  }  .


In this class we have /(71) = 7(72) because both 71 and 72 are minimal. This
means


1(7)  =  7(71)  in  Ai,
7(7)  =  7(72)  in  A2  .


Therefore  7  is  minimal  in Ai  and  72  is  minimal  in A2. This  contradicts  the  reg
ularity theorem. The curves 7 and 7 can therefore not be C2 because 71 and 72


intersect transversally as a consequence of the uniqueness theorem for ordinary
d i f f e r e n t i a l  e q u a t i o n s .  □
Application: The Sturm theorems.


Corollary 1.3.5. If s\ and s2 are two successive roots of a solution 0 ^ 0 of the
Jacobi equation, then every solution which is linearly independent of (j) has exactly
one root in the interval (s\,s2).
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Corollary  1.3.6.  If  q(t)  <  Q(t)  and


0  +  <?0  =  0,
$  +  Q$  =  0,


and si,s2 are two successive roots of $, then 0 has at most one root in (si,s2).
The proof the of Sturm theorems is an exercise (see Exercise 7).



1.4  Extremal  fields  for  n=l


In this section we derive sufficient conditions for minimality in the case n = 1.
We will see that the Euler equations, the assumption Fpp > 0 and the Jacobi
conditions are sufficient for a local minimum. Since all these assumptions are of
local nature, one can not expect more than one local minimum. If we talk about
a local minimum, this is understood with respect to the topology on A. In the C°
topology on A, the distance of two elements 71 : £ \-+ x\(t) and 72 : £ •—▶ x2(t) is
given by


d(7i>72)=  max  {|xi(£)-x2(£)|  }  .


t £ [ t ! , t 2 ]


A  neighborhood  of  7*  in  this  topology  is  called  a  wide  neighborhood  of  7. A
different possible topology on A would be the C1 topology, in which the distance
of 71 and 72 is measured by


^1(71,72) = supte[tljt2]{|a;i(£) - x2(£)| + \xx(t) - x(t)\ } .
An open set containing 7* is then called a narrow neighborhood of 7*.


Definition.  7*  G A  is  called  a  strong  minimum  in A,  if  7(7)  >  7(7*)  for  all  7  in
a wide neighborhood of 7*.


7*  G  A  is  called  a  weak  minimum  in  A,  if  7(7)  >  7(7*)  for  all  7  in  a  narrow
neighborhood of 7*.


We will see that under the assumption of the Jacobi condition, a field of extremal
solutions can be found which cover a wide neighborhood of the extremal solutions
7*.


Definition. An  extremal  field  in  ft  is  a  vector  field  x  =  ip(t,x),ip  G  Cx(ft)  which
is defined in a wide neighborhood U of an extremal solution and which has the
property that every solution x(t) of the differential equation x = ip(t,x) is also a
solution of the Euler equations.
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Examples.


1)  F  =  ^p2  has  the  Euler  equation  x  =  0  and  the  extremal  field:  x  =  ip(t,x)
c = const.


2) F = y/l +p2 has the Euler equations x = 0 with a solution x = Xt. The equa
tion x = ip(t, x) = x/t defines an extremal field for £ > 0.


3) For the geodesies on a torus embedded in R3, the Clairaut angle 0 satisfies the
equation rsin(0) = c with — (a — b) < c < (a — b). This angle defines an extremal
field. (See Exercise 12).


Theorem  1.4.1.  ip  =  ip(t,x)  defines  an  extremal  field  in  U  if  and  only  if  for  all
7 G U and 7 : £ h-> x(t) one has


for p = t/>(£, x), where D^ := dt + ipdx + (ipt + ^x)dp.


Proof, i/j defines an extremal field if and only if for all 7 G li, 7 : £ 1—▶ x(t)
—Fp(t,x,p)  =  Fx(t,x,p)


for p = x = ip(t, x(t)). We have


(dt  +  xdx  +  -^(t,  x(t))dp)Fp  =  Fx  ,


( d t + ^ d x  +  ( ^ t  +  ^ x ^ ) d p ) F p  =  F x .  D


Theorem 1.4.2. 7/7* can be embedded in an extremal field in a wide neighborhood
li  0/7*  and  Fpp(t,x,p)  >  0  for  all  (t,x)  G  ft  and  for  all  p,  then  7*  is  a  strong
minimal.  If  Fpp(t,x,p)  >  0  for  all  (t,x)  G  ft  and  for  all  p,  then  7*  is  a  unique
strong minimal.


Proof.  Let  li  be  a  wide  neighborhood  of  7*  and  let  Fpp(t,x,p)  >  0  for  (t,x)  G
ft, Vp. We show that 7(7*) > 7(7) for all 7 G U. Let for 7 G C2(ft)


F ( t , x , p )  =  F ( t , x , p ) - 9 t - 9 x p ,



hi)  =  f2  F(t,x,p)dt  =  I(1)-g(t,x)\^

Jt!
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We look for 7 G C2 so that


F ( t , x , ^ ( t , x ) ) = 0 ,
F(t,x,p)>0,  Vp.


(This means that every extremal solution of the extremal field is a minimal one!)
Such an F defines a variational problem which is equivalent to the one defined by
F because Fp = 0 for p = i/;(t, x).


We consider now the two equations


gx  =  Fp(t,x,ip)  ,


gt  =  F(t,x,ip)-Fp(t,x,ij)il;  ,


which are called the fundamental equations of the calculus of variations. They
form a system of partial differential equations of the form


gx  =  a(t,  x)  ,
gt  =  b(t,  x)  .


These equations have solutions if ft is simply connected and if the integrability
condition at = bx is satisfied (if the curl of a vector field in a simply connected
region vanishes, then the vector field is a gradient field). Then g can be computed
as a (path independent) line integral


g  =  /  a ( t ,  x )  d x  +  b ( t ,  x )  d t .  □
We now interrupt the proof for a lemma.


Lemma 1.4.3. The compatibility condition at = bx :


f )  r )


-Fp(t, x, V>(£, x)) = fa(F- 1>Fp)(t, x, r/>(t, x))
is true if and only if ip is an extremal field.


Proof. This is a calculation. One has to consider that
a(t,x)  =  Fp(t,x,tp(t,x))
and that


b(t,x)  =  (F  -x/;Fp)(t,x,^(t,x))


are functions of the two variables £ and x, while F is a function of three variables
£, x,p, where p = ip(t, x). We write dtF, dxF and dpF, for the derivatives of F with
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respect to the first, the second and the third variables. We write -^F(t,x,ip(t,x))
rsp.  J^F(t,x,ip(t,x)),  if  p  =  ip(t,x)  is  a  function  of  the  independent  random
variables £ and x. Therefore



J t a ^ x )  =  d t '


=  ( d t + i p t d p ) F p ,  ( 1 . 1 2 )
: a ( t , x )  =  - F p ( t , x , i P { t , x ) )  =  F p t  +  i > t F p p  ( 1 . 11 )


and because


—Fp(t, x, ip(t, x)) = Fpx + ipxFpp = (dx + ipxdp)Fpr \  x  p \ v ) a / )  r v i ^ / y  ^  p x  i  * r x ^ p p  \ ~ x  '  r x ^ p / *  p  )


also


— b ( t , x )  =  — [ F ( t , x , x P ( t , x ) ) - i P ( t , x ) F p ( t , x , i P ( t , x ) ) }  ( 1 . 1 3 )
=  (dx  +  ipxdp)F-(i>xFp  +  i>Fpx  +  ipil>xFpp)  (1.14)
=  F x  -  ( i p x  +  i p d x  +  W x d p ) F p  .  ( 1 . 1 5 )
(1.11) and (1.13) together give


—b  -  —a  =  Fx-  (dt  +  ipdx  +  (V>t  +  ^x)dp)Fp
=  Fx  —  D^F  .


According to Theorem 1.4.1, the relation dxb — dta = 0 holds if and only if t/>
d e f i n e s  a n  e x t r e m a l  f i e l d .  □
Continuation of the proof of Theorem 1.4.2:


Proof. With this lemma, we have found a function g which itself can be written
as a path-independent integral


g(t,  x)=  (F-  il>Fp)  dt'  +  Fp  dx'
J(t!,a)


called a Hilbert invariant integral. For every curve 7 : £ 1—▶ x(t) one has:


J ( 7 )  =  F d t =  F d t - F p x d t  +  F p d x .  ( 1 . 1 6 )
Especially for the path 7* of the extremal field x = tp(t,x), one has


J ( 7 * )  =  f  ( F -  i P F p )  d t  +  F p d x .  ( 1 . 1 7 )
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For every 7 G A the difference of (1.17) with (1.16) gives


7(7)  -  7(7*)  =  /  F(t,  x,  x)  -  F(t,  x,  iP)-(x-  i/>)Fp(t,  x,  il>)  dt
J1


=  /  E(t,x,x,i/;)  dt  ,
J1


where E(t, x,p, q) = F(t, x,p)-F(t, x, q)-(p-q)Fp(t, x, q) is called the Weierstrass
excess function or shortly the Weierstrass E-function. By the intermediate value
theorem there is a value q G \p,q] with


(v - a)2


E(t,x,p,q)  =  yy  2H)  Fpp(t,x,q)  >  0  .


This  inequality  is  strict  if  Fpp  >  0  and  p  ^  q.  Therefore  7(7)  -  7(7*)  >  0  and
if  Fpp  >  0,  then  7(7)  >  7(7*)  for  7  /  7*.  In  other  words  7*  is  a  unique  strong


m i n i m a l .  □


The Euler equations, the Jacobi condition and the condition Fpp > 0 are sufficient
for a strong local minimum:


Theorem 1.4.4. Let 7* be an extremal with no conjugate points. Assume Fpp > 0
on ft and let 7* be embedded in an extremal field. It is therefore a strong minimal.
If Fpp > 0 on ft, then 7* is a unique minimal.


Proof. We construct an extremal field which contains 7* and make Theorem 1.4.2
applicable.


Choose r < £1 close enough to £1, so that all solutions 0 of the Jacobi equations
with 0(r) = 0 and 0(r) ^ 0 are nonzero on (r, £2]. This is possible by continuity.
We construct now a field x = u(t,n) of solutions to the Euler equations, so that
for small enough \n\,


u(r,n)  =  x*(t)  ,
^ ( r ^ )  =  x * ( r ) + n .


This can be achieved by the existence theorem for ordinary differential equations.
We show that for some S > 0 with \n\ < 5, these extremal solutions cover a wide
neighborhood of 7*. To do so we prove that uv(t, 0) > 0 for £ G (r, £2].


If we differentiate the Euler equations
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at 77 = 0 with respect to 77 we get


— (Aiirj + Bu^) = Buv + Cuv


and see that 0 = uv is a solution of the Jacobi equations. With the claim u^t, 0) >
0 for £ G [£i,£2] we obtained the statement at the beginning of the proof.


From ^(£,0) > 0 in (r, £2] follows, with the implicit function theorem, that for 77
in a neighborhood of zero, there is an inverse function 77 = v(t,x) of x = u(t,n)
which is C1 and for which the equation


0  =  v(t,x*(t))
holds. Especially, the C1 function (ut and v are C1)


ip(t,x)  =  ut(t,v(t,x))
defines an extremal field ip,


x  =  ip(t,x)


which  is  defined  in  a  neighborhood  of  {(£,#*(£))  |  t\  <  t  <  t2  }.  Of  course  every
solution of x = tp(t,x) in this neighborhood is given by x = u(t, h) so that every
s o l u t i o n  o f  x  —  i p ( t ,  x )  i s  a n  e x t r e m a l .  □



1.5  The  Hamiltonian  formulation


The Euler equations



± F  - F


d t  P j  X j  '


which an extremal solution 7 in A has to satisfy, form a system of second order
differential equations. If J^ FPiPj^1^ > 0 for £ ^ 0, the Legendre transformation


I  :  ft  x  Rn  -+  ft  x  Rn,(t,x,p)  h+  (t,x,y)


is defined, where yj = FPj (£, x,p) is uniquely invertible. It is in general not 
surjec-tive. A typical example of a not surjective case is



f  =  Vi+p2,  y=  /T^—g(-i,i).


\ / l + p 2


The  Legendre  transformation  relates  the  Lagrange  function  with  the  Hamilton
function


H(t,x,y)  =  (y,p)  -F(t,x,p)  ,
where
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We  have  Hyy(t,x,y)  =  py  =  y~l  =  F~pl  >  0  and  the  Euler  equations  become,
after a Legendre transformation, the Hamilton differential equations


X j  =  t i y .  ,
Vj  =  ~HXj  •


They form a system of first order differential equations. One can write these Hamil
ton equations again as Euler equations using the action integral


pt2


' =  /  y x


Jt! yx  —  H(t,x,y)  dt.


This was Cartan's approach to this theory. The differential form
a  =  ydx  -  Hdt  =  dS


is called the integral invariant of Poincare-Cartan. The above action integral is
of course the Hilbert invariant Integral which we met in the third section.
If the Legendre transformation is surjective we call ft x Rn the phase space. It
is important that y is now independent of x so that the differential form a does
not depend only on the (£, x) variables: it is also defined in the phase space ft x Rn.
If n = 1, the phase space is three dimensional. For a function h : (t,x) »-▶ h(t,x)
the graph


E  =  {(t,x,y)  G  ft  x  Rn  |  y  =  h(t,x)  }
is a two-dimensional surface.


Definition. The surface E is called invariant under the flow of H, if the vector field
Xh = dt + Hydx — Hxdy


is tangent to E.


Theorem 1.5.1. Let (n = 1). If x = ip(t,x) is an extremal field for F, then
E  =  {(t,x,y)  G  ft  x  R  |  y  =  Fp(t,x,^(t,x))  }


is  C1  and  invariant  under  the  flow  of  H.  On  the  other  hand,  if  E  is  a  surface
which is invariant under the flow of H and has the form


E  =  {(t,x,y)  G  ft  x  R  |  y  =  h(t,x)  }  ,
where h G Cx(ft), then the vector field x = r/)(t,x) defined by


tp  =  Hy(t,x,h(t,x))
is an extremal field.
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Proof.  We  assume  first  that  an  extremal  field  x  =  ip(t,x)  for  F  is  given.  Then
according to Theorem 1.11,


-Lsjjj-Lp  —  *  x


and by the lemma in the proof of Theorem 1.4.2 this is the case if and only if there
exists a function g which satisfies the fundamental equations


gx(t,x)  =  Fp(t,x,ip)  ,


9t(t,  x)  =  F(t,  x,  ip)  -  ipFp(t,  x,  ip)  =  -H(t,  x,gx)  .
The surface


E  =  {(t,x,p)  |  y  =  gx(t,x,ip)  }
is invariant under the flow of H:


Xif(y-gx)  =  [dt  +  Hydx  -  Hxdy](y  -  gx)
= =  H y 9 x x  g x t  * * x


=  -dx[gt  +  H(t,x,gx)\  =  0.
On the other hand, if


X  =  {(t,x,p)\y  =  h(t,x)}
is invariant under the flow of 77, then by definition


0  =  XH(y-h(t,x))  =  [dt  +  Hydx-Hxdy}(y-h(t,x))
— —Hyhx — ht — Hx


=  -dx[gt  +  H(t,x,h)]


with a function g(t, x) = f* h(t, xf) dx' satisfying the HamUton-Jacobi equations
gx  =  h(t,  x)  =  y  =  Fp(t,  x,  x)  ,


9 t  =  - H ( t , x , g x ) .


This  means  that  x  =  gx(t,x)  =  Hy(t,x,  h(x,y))  defines  an  extremal  field.  □
Theorem 1.5.1 tells us that instead of considering extremal fields we can look at
surfaces which are given as the graph of gx, where g is a solution of the 
Hamilton-Jacobi equation


9t  =  -H(t,x,gx)  .


They can be generalized to n > 1: We look for g G C2(ft) at the manifold E :=
{(t,x,y)  G  ft  x  Rn  |  Vj  =  9x.  },  where


gt  +  H(t,x,9x)  =0  .
The following result holds:
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Theorem 1.5.2. a) E is invariant under 


Xh-b) The vector field x = ip(t,x), with ip(t,x) = Hy(t,x,gx) defines an extremal field
f o r F.


c) The Hilbert integral J F + (x — ip)F dt is path independent.


The verification of these theorems is done as before in Theorem 1.5.1. One has to
consider that in the case n > 1 not every field x = \p(t, x) of extremal solutions can
be represented in the form ip = Hy. The necessary assumption is the solvability of
the fundamental equations


n


gt  =  F(t,x,xp)-^2^jFPj(t,x,ip)  ,


g x  =  F P j ( t , x , * P ) .  ( 1 . 1 8 )
From the n(n + l)/2 compatibility conditions which have to be satisfied, only the
n(n  -  l)/2  assumptions


d X k F P j ( t , x ^ )  =  d X j F P k ( t , x , ^ P )  ( 1 . 1 9 )
are necessary. Additionally, the n conditions


D^FPj (£, x, ip) = FXj (£, x, ip)
hold. They express that solutions of x — ip are extremal.


Definition. A vector field x = ip(t,x) is called a Mayer field if there is a function
g(t,x) which satisfies the fundamental equations (1.18).


We have seen that a vector field is a Mayer field if and only if it is an extremal field
which  satisfies  the  compatibility  conditions  (1.19).  Equivalently,  the  differential
form


a  =  22  Vjdxj  -  H(t,  x,  y)  dt


j


is  closed  on  E  =  {(t,x,y)  \  y  =  h(t,x)}:


da\i 2_] hjdxj — H(t, x, h)dt 0.


Because ft is simply connected this is equivalent to exactness a\^ = dg or


r i j  = z  9 x j  • >
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which is, with the Legendre transformation, equivalent to the fundamental equa
tions


Fp(t,x,ip)  =  gx  ,
F(t,x,ip)  -ipFp  =  gt  .


In this way, a Mayer field defines a manifold as the graph of a function y = h(t, x)
in such a way that da = 0 on g = h.


In invariant terminology an n-dimensional submanifold of a (2n + 1)-dimensional
manifold with a 1-form a is called a Legendre manifold, if da vanishes there. (See


[3] Appendix 4K).


Geometric interpretation of g.


A Mayer field given by a function g = g(t, x) which satisfies gt + 77(£, x, gx) = 0 is
x  =  Hy(t,x,gx)  =  ip(t,x)  .


This has the following geometric significance:


The  manifolds  g  =  const,  as  for  example  the  manifolds  g  = A  and  g  =  B,  are
equidistant  with  respect  to  J  F  dt  in  the  sense  that  along  an  extremal  solution
7 : £ i-> x(t) with x(tA) G {g = A} and x(ts) € {g = B] one has


/  F(t,  x(t),ip(t,  x(t)))  dt  =  B-A.
JtA


Therefore

Jt


-g(t, x(t)) =9t + ip9x = F- iPFp(t, x, V>) + ipFp(t, x, V>) = F(t, x, ^)
and


f  B  F(t,  x(t),<P(t,  x(t)))  dt=  fB  jg(t,  x(t))  dt  =  g(t,  x{t))\\BA  =B-A.


J t A  J t A


Because these are minimals, J F(t,x,ip(t,x) dt measures a distance between the
manifolds g — const. The latter are also called wave fronts, an expression which
has  its  origin  in  optics,  where  F(x,p)  =  n(x)^/l  +  \p\2  and  ?7(x)  is  called  the
refraction  index.  The  function  g  is  often  denoted  by  S  =  S(t,x).  The  
Hamilton-Jacobi equation


St  +  H(x,Sx)=0
has in this case the form


S2 + \SX\2 = V2.
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Therefore


F p  =  n  u  ■  , o  = V i P :


77  =  PFP  -  F  =  -n/yjn2  -  \y\2  =  -^/n2  -  \y\2


and consequently St + H(x,Sx) = St - yjn2 - S2 = 0 holds. The corresponding
extremal field


x  =  1>(t,x)  =  Hv{t,St)=  ~Sx  ~Sx



Vv2-\sx\2  st


is in the (£,x)-space orthogonal to S(t,x) = const.:
(i,x)  =  (l,x)  =  X(St,Sx)
with A = Srt~1. 'Light rays are orthogonal to wave fronts'.



1.6 Exercises to Chapter 1


1) Show that in example 4) of section 1.1, the metric 9ij has the form given there.
2) In Euclidean three-dimensional space, a surface of revolution is given in cylin
drical coordinates as


f(z,r)  =  0.


The local coordinates on the surface of revolution are z and 0. The surface is
defined by the function r = r(z) giving the distance from the axes of rotation.


a) Show that the Euclidean metric on R3 induces the metric on the cylinder given
by


ds2 = gndz2 +g22<l<t>2
with


911  =  1  +  (^)2'  922  =  r2^  ■


b)  Let  F{{4>,z),((j),z))  =  \{gzzz2  +  r2(z)<j)2).  Show  that  along  a  geodesic  the
functions


O F  2 -  d F
p,:=-^r  <P,Pz  :=  -  =  gnz
are constant.
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c) Denote by ez and e</> the standard basis vectors on the cylinder R x T and a
point on the cylinder by (z,(p). The angle ip between e^ and the tangent vector
v = (z, 0) at the geodesic is given by


cos(V0 = (v,e(f))/yj(v,v)(e(f),e4)) .


Show  that  rcos(ip)  =  p^/y/F,  and  that  consequently  the  theorem  of  Clairaut
holds, which says that r cos(ip) is constant along every geodesic on the surface of
revolution.


d) Show that the geodesic flow on a surface of revolution is completely integrable.
Find the formulas for 0(£) and z(t).


3) Show that there exists a triangle inscribed into a smooth convex billiards which
has maximal length. (In particular, this triangle does not degenerate to a 2-gon.)
Show that this triangle is a closed periodic orbit for the billiards.


4) Prove that the billiards in a circle has for every p/q G (0,1) periodic orbits of
type  a  =  p/q.


5)  Let  A  >  0  and  A,B,Ce  Cl[ti,t2}.  Consider  the  linear  differential  operator
L<1>  =  ^-(A$  +  B$)  -  (B$  +  C$)  .


dt


Prove that for ip > 0,ip G C1[t1,t2], C € C1[tut2] the identity
L((iP)=*p-1jt(Aip2()  +  (L(*P)
holds. Especially for Lip — 0, ip > 0 one has



L(W) = 4>-1jt(AiP20.


Compare this formula with the Legendre transformation for the second variation.
6) Complete the proof of Theorem 1.3.2 using the Lemma of Legendre. One has
still to show that for all 0 G Lip0[£i,£2] the inequality


rt2


n{<j>)  =  / A<f>2 + 2B(p<f> + C(j)2 dt>0


holds  if  (t2,x*(t2))  is  the  nearest  conjugate  point  to  (t\,x*(ti)).  Choose  for  every
small enough e > 0 a C1 function t]e, for which


u \  -  J °  * G ( - o o , < i + € / 2 ) U ( t 2 - e / 2 , o o ) ,
^  ~  \  1  t & [ t 1 + e , t 2 - e ] ,
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and show then that


a) II(nt(p) > 0, Ve small enough,
b) 77(77e0) -▶ 77(0) for e -> 0.


7) Prove the Sturm theorems (Corollaries 1.3.5 and 1.3.6).


8)  Let  F  G  C2(ft  x  R)  be  given  in  such  a  way  that  every  C2  function  £  i->
x(t), (t,x(t)) G ft satisfies the Euler equation


~jl*<p[t,x,X)  =  rx(t,x,x)  .
Prove that if ft is simply connected, F must have the form


F(t,x,p)  =gt  +  gxp
with  geC1  (ft).


9) Show that for all x G Lip0[0,a]


a


x2 - x2 dt > 0
/Jo


if and only if \a\ < n.


10) Show that x = 0 (the function which is identically 0) is not a strong minimal
for


/  F(t,  x,  x)dt=  [  (x2  -  x4)  dt,  x(0)  =  x(l)  =  0  .
i / O  J o


11) Determine the distance between the conjugate points of the geodesies v = 0 in
Example 4) and show, that on the geodesic v = 1/2, there are no conjugate points.
Hint. Linearize the Euler equations for F = ^/| + cos(27n;))2 + (v')2.


12) Show that the geodesic in example 4) which is given by 7 = rsin(^) defines
an extremal field if -(a - b) < c < a - b. Discuss the geodesic for c = a - b, for
a — b < c < a + b and for c = a + b.
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Chapter 2



Extremal fields and global

minimals



2.1 Global extremal fields


The  two-dimensional  torus  has  the  standard  representation  T2  =  R2/Z2.  We
often will work on its covering surface 1R2, where everything is invariant under
its  fundamental  group  Z2.  In  this  chapter  we  deal  with  the  variational  principle


/ F(t,x,p) dt on R2, where F is assumed to satisfy the following properties:
i) F € C2(T2 x R2):


a )  F e C 2 (


b)  F(t+l,x,p)  =  F(t,x+l,p)  =  F{t,x,p)  .
ii) F has quadratic growth: There exist S > 0, c> 0 such that


(2.1)


c)  6<  Fpp  <  6-1  ,


d )  | F x | < c ( l + p 2 ) ,  ( 2 . 2 )
e)  |Ftp|  +  |Fpx|  <  c(l  +  |p|)  .


Because  of  Ft  =  -Ht,  Fx  =  -Hx  and  Fpp  =  H~J  these  assumptions  appear  in
the Hamiltonian formulation as follows:


i)  He  C2(T2  x  R2):


a )  H e C 2 ( R 3 ) ,  f 2 3 ,
b )  H ( t  +  l , x , y )  =  H ( t , x  +  l , y )  =  H ( t , x , y ) .  y ' J
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ii) 77 has quadratic growth: There exist 6 > 0, c> 0 such that


C )  5 < H y y < 8 - 1 ,


d )  \ H x \ < c ( l  +  y 2 ) ,  ( 2 . 4 )
e)  \Hty\  +  \Fyx\<c(l  +  \y\).


Example.  Nonlinear  pendulum.


Let V(t,x) G C2(T2) be defined as


V(t,x)  =  (g(t)/(2^))  cos(2nx)
and F = p2/2 + V(t, x). The Euler equation


x  =  g ( t )  s i n ( 2 7 n r )  ( 2 . 5 )
is a differential equation which describes a pendulum, where the gravitational
acceleration g is periodic and time dependent. A concrete example would be the
tidal force of the moon. The linearized equation of (2.5) is called the Hills equation


x  =  g(t)x


and has been investigated in detail, especially in the case g(t) = -u2(l+ecos(2nt)),
where Hills equation is called the Mathieu equation. One is interested in the sta
bility of the system in dependence on the parameters uj and e. One could ask for
example whether the weak tidal force of the moon could pump up a pendulum on
the earth, if the motion of the pendulum is without friction.


The just encountered stability question is central to the general theory.


Definition. A global extremal field on the torus is a vector field x = ip(t, x) with
ip G C^T2), for which every solution x(t) is extremal: D^FP - Fx\p=ll) = 0.
Are there such extremal fields at all?


Example. The free nonlinear pendulum.


If the gravitational acceleration g(t) = g is constant, there is an extremal field. In
this case, F is autonomous, and according to Theorem 1.1.5,


E  =  pFp-F  =  p2/2  -  V(x)  =  const.
so that for E > max{l/(:r) | x G T1 } an extremal field is given by


x  =  iP(t,  x)  =  y/2(E  -  V(x))  .


The problem is thus integrable and explicit solutions can be found using an elliptic
integral.



www.Ebook777.com



(41)2 . 1 .  G l o b a l  e x t r e m a l  fi e l d s  3 5
The existence of an extremal field is equivalent to stability. Therefore, we know
with Theorem 1.5.1 that in this case, the surfaces


Z  =  {(t,x,y)  \y  =  Fp(t,x,iP(t,x))}
are invariant under the flow of Xh •


The surface £ is an invariant torus in the phase space T2 x R2. The question of
the  existence  of  invariant  tori  is  subtle  and  part  of  the  so  called  KAM  theory.
We will come back to it in the last chapter.


Definition. An  extremal  solution  x  =  x(t)  is  called  a  global  minimal,  if


/


J rF(t,  x  +  (p,x  +  cp)-  F(t,  x,  x)dt>0
for all 0 G Lipcomp(R) = {0 G Lip(R) with compact support. }


Definition.  A  curve  7  :  £  \->  x(t)  has  a  self  intersection  in  T2,  if  there  exists
(j, k) G 1? such that the function x(t + j) - k - x(t) changes sign.


In order that a curve has no self intersection we must have for all (j, k) G 1? either
x(t  +  j)  -k-  x(t)  >  0  or  x(t  +  j)  -k-  x(t)  =  0  or  x(t  +  j)  -k-  x(t)  <  0.


Theorem 2.1.1. Ifip G CX(T) is an extremal field, then every solution of x = ip(t,x)
is a global minimal and has no self intersections on the torus.


Proof. Assume 7 : £ i-> x(t) is a solution of the extremal field x = ip(t, x). Because
Fpp(t,x,p)  >  0  according  to  condition  c)  at  the  beginning  of  this  section  all  the
conditions for Theorem 1.4.2 are satisfied. For all £1 and £2 G R, 7 is a minimal in


A(£i,£2)  :=  {i:t^x(t)  \  x  G  Lip(£i,£2),  x(h)  =x(h),x(t2)  =x(t2)  }  .
Let 0 be an arbitrary element in Lipcomp(R) and let 7 be given as x(t) = x(t) +
0(£).  Because  0  has  compact  support  there  exists  T  >  0  so  that  7  G A(-T,T).
Therefore, one has


[  F ( t , x , Z ) - F ( t , x , i c ) d t  =  f  F ( t , x , i ) - F ( t , x , x - ) d t


J r  J - t



I
T E(t,x,x,ip(t,x))  dt>0  ,
T

where E is the Weierstrass E-function. This means that 7 is a global minimal.
If  x(t)  is  an  extremal  solution  to  the  extremal  field,  then  also  y(t)  =  x(t  +  j)  -  k
is an extremal solution, because ip is periodic in £ and x. If x and y have a self
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intersection,  x  =  y  follows  by  the  uniqueness  theorem  for  ordinary  differential
equations and x, y satisfy the same differential equation


x  =  i p ( t , x ) , y  =  i P ( t , y )  .  □
We have seen that every extremal solution in one extremal field is a global minimal.
What about global minimals without an extremal field. Do they still exist? In the
special case of the geodesic flow on the two dimensional torus, there exists only
one metric for which all solutions are minimals. This is a theorem of Eberhard
Hopf [16] which we cite here without proof.


Theorem 2.1.2. (Hopf) If all geodesies on the torus are global minimals, then the
torus is fiat: the Gaussian curvature is zero.


The relation of extremal fields with minimal geodesies will be treated later again,
where we will also see that in general, global extremal fields do not need to exist.
According to Theorem 1.5.1 an extremal field ip can be represented by a function
ip = H(t,x,gx), where g(t,x) satisfies the Hamilton-Jacobi equations


gt  +  H(t,x,gx)=0,  gxeC\T2).


The existence of a function g on T2 solving the Hamilton-Jacobi equations glob
ally is equivalent to the existence of a global extremal field. While it is well known
how to solve the Hamilton-Jacobi equations locally, we deal here with a global
problem and periodic boundary conditions. The theorem of Hopf shows that this
problem can not be solved in general.


We will see that the problem has solutions if one widens the class of solutions.
These will form weak solutions in some sense. The minimals will lead to weak
solutions of the Hamilton-Jacobi equations.



2.2 An existence theorem


The aim of this section is to prove the existence and regularity of minimals with
given  boundary  values  or  with  periodic  boundary  conditions  within  a  function
class which is bigger then the function class considered so far. We will use here
the assumptions (2.1) and (2.2) on quadratic growth.


Let Wlf2[ti, t2] denote the Hilbert space obtained by closing Cl[ti, t2] with respect
to the norm


||a?||2  =  [\x2  +  x2)dt.


Jt!


One calls it a Sobolev space. It contains Lip[£i,£2], the space of Lipschitz contin
uous functions which is also denoted by W1,00.
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Analogously as we have dealt with variational problems in T and A we search now
in


S := {7 : £ ■-▶ x(t) G T2 | x G W1'2[£i,£2],x(£i) = a,x(t2) = b }
for extremal solutions to the functional


rt2


r * 2


J(7)  =  /  F(t,x,x)dt  .
Jt!


The set H is not a linear space. But with


,,v  a(t2-t)  +  b(t-h)
^ o ( £ )  =  7  ,
£2  —1\
S = xo 4- So, where
S0 = {7 : £ h+ x(£) G T2 I x G W1'2[£i,£2],x(£1) = 0,x(£2) = 0 }
is a linear space.


Theorem 2.2.1. It follows from conditions (2.1) to (2.2) £/m£ there exists a min
imal 7* : £ »-» x*(£) m S. Furthermore x* G C2[£i,£2] and x* satisfies the Euler
equations.


The proof is based on a basic principle: a lower semi-continuous function which is
bounded from below takes a minimum on a compact topological space.


Proof 1) 7 is bounded from below:


p — inf{7(7) I 7 G £} > -00 .


From S < Fpp < S~l we obtain by integration: there exists c with
-p2  -c<F(t,x,p)  <S~1p2  +  c,


so that for every 7 G H,


J(7)  =  /  F(£,  x,  x)  dt  >  -  /  x2  dt  -  c(t2  -  £2)  >  -c(t2  -  t2)  >  -00  .
J t !  ^  ^ t i


This is called coercivity. Denote by p the just obtained finite infimum of 7.
2) The closure of the set


K := {7 G S I 7(7) < fi + 1 }
(using the topology given by the norm) is weakly compact.
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Given 7 G K. From
^  +  1 > 7 ( 7 ) >  -  j "  x 2 d t - c ( t 2 - t l )
follows
pt2

I *

Jt!
2  dt<  -(fl  +  l  +  c(t2-t1)=:M1  ,
and  with  |x(£)|  <a  +  f£  x(t)  dt<a+  [/t*2  x2  d£(£2  -  £i)]1/2  we  get

J2  x2dt<  (£2  -  £i)(a  +  [-5(p  +  1)(£2  -  £i)]1/2)2  =:  M2  .
Both together lead to


rt2 1  +  x2)  dt<Mx+M2.


pt2


/  ( i 2


It!


This means that the set K is bounded. Therefore its strong closure is bounded
too. Because a bounded and closed set is weakly compact in S, the closure of K
is weakly compact.


(It is an exercise to give a direct proof of this step using the theorem of 
Arzela-Ascoli.)


3) 7 is lower semi-continuous in the weak topology.


We  have  to  show  that  7(7)  <  liminfn^oo  I(^n)  if  7n  ^w  7.  (The  symbol  -^w
denotes the convergence in the weak topology.)


a) The function p 1—▶ F(t, x,p) is convex:


F(t,x,p)  -  F(t,x,q)  >  Fp(t,x,q)(p  -  q)  .


Proof. This is equivalent to E(t,x,p,q) > 0, an inequality which we have seen in
the proof of Theorem 1.4.2.


b) If xn —^ x, then /t*2 0[xn - x] dt -▶ 0 for 0 G L2[£i,£2].


Proof. The claim is clear for 0 G C1 by partial integration. Because C1 is dense
in L2,we can for an arbitrary 0 G L2 and e > 0 find an element 0 G C1 so that
||0 — 011^2 < e. We have then


/  0 ( x n  - x ) d t \ < \  0 ( x n  -  x )
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and therefore
I  ft2
limsup  /  0(xn  —  x)  dt
n—>oo  \Jti
< 2eM1 .
c) If xn -^w x, then Jt 2 0[xn — x] dt —> 0 for 0 G L2[£i, £2].
Proof xn —>w x implies that xn converges uniformly to x.


/t*2  x2  d£  <  Mi  implies  that  |xn(£)  -  xn(s)|  <  Mx(\t  -  si)1/2  and  xn(t)  <  a  +
M(t  —  £i).  Therefore,  {xn  |  n  G  N  }  is  an  equicontinuous  family  of  uniformly
bounded functions. According to Arzela-Ascoli, there exists a subsequence of xn
which converges uniformly. Because xn —>w x, we must have x as the limit. From


H^n - #||l°° —▶ 0 follows with Holders inequality that
I  f t 2  I  f t 2


/  0[xn  -  x]  dt\  <  /  |0|  dt,  \\xn  -  x||Loc  ->  0  .
\ J t \  I  J t !


Using a),b) and c), we can now prove the claim:
rt2
I(ln)  ~  I(lf)  =  /  F(t,  x,  x)  -  F(t,  xn,xn)
J t !
—F(t, x, xn) + F(t, x, xn) — F(t, x, x) dt
pt2
>  /  F x ( t , x , x n ) ( x n - x )  d t
Jt!
rt2
+  I  Fp(t,x,x)(xn  -  x)  dt  =:  Dn  .
Jt!


In that case, x(£) is in the interval [xn(£), x(£)] and x is in the interval [xn(£), x(£)].
For the inequality, we had used a). Since Fx is in L1 (because \FX\ < c(l-hx2) GL1),
and Fp is in L1 (because \FP\ < c(l + |x|) G L2 C L1), we conclude with b) and c)
that Dn converges to 0 for n —▶ oo. This finishes the proof:


l i m i n f ( 7 ( 7 n ) - 7 ( 7 ) ) > 0 .n—>oo
4) Existence of the minimals.


The existence of minimals is accomplished from 1) to 3) and the fact that a lower
semi-continuous  function  which  is  bounded  from  below  takes  a  minimum  on  a
compact space.


5) Regularity of the minimals.


Let 7* : £ i—> x* (£) be a minimal element in 5 from which we had proven existence
in 4). For all 0 : £ i-> y(t), 0 G 3


7(7  +  60)  >  7(7*).
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This means that the first variation must disappear if it exists.


Claim.  The  first  variation  lime^0(^(7*  4-  60)  -  I(j*))/e  exists.


[7(7*  +  60)  -  7(7*)]/£  =  /  2[F(t,x*  +  ey,x*  +  ey)  -  F(£,x*,x*)]  dt/e
Jt!
rt2
=  /  [X(t,e)y  +  p(t,e)y)dt
Jt!
with
A(£,e)  =  /  Fp(t,x*,x*  +0ey)d0
Jo
p(t,e)  =  j  Fx(t,x*+6ey,x*)d0  .
Jo


These estimates become for e < 1 and #o £ [0,1]:


|A(£,e)|  <  c(l  +  |x*  +  6^0y|)<c(l  +  |x*|  +  |y|),
|M£,6)|  <  c(l  +  (x*)2  +  y2).


According  to  the  Lebesgue  theorem,  both A(£,e)y  and  p(t,e)y  are  in  L1[£i,£2]
because  the  majorants  c(l  +  |x*|  +  \y\)y  and  c(l  +  (x*)2  +  y2)y  are  Lebesgue
integrable. With the convergence theorem of Lebesgue follows the existence of
lim€^0[J(7* + 60) - 7(7*)]/£ = 0 so that


lim[7(7  +  60)  -  7(7)]/e  =  /  '  Fp(t,x*x*)y  +  Fx(t,x\x*)y


e ~ " 0  J t X


=  /  Vfp(£,x*x*)-  j  Fx(s,x* x*)ds  +  c\y
dt


dt
=  0


This means that


Fp(t,x*,x*)  =  /  Fx(s,x*,x*)  ds  +  <
Jt!


is absolutely continuous. From Fpp > 0 and the implicit function theorem we find
x*  G  C°  and  x*  e  C1.  From  the  integrated  Euler  equations  we  get  Fp  G  C1.
Again applying the implicit function theorem gives x* G C1 from which x* G C2


i s  o b t a i n e d .  □


In the second part of this section we will formulate the corresponding theorem on
the existence of periodic minimals.
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